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Abstract
Studies aiming to determine the importance rankings of one or more predictor 

variables on the predicted variable are frequently encountered in education. 
Multiple Regression (MR) and artificial neural network (ANN) are widely used 
in this type of research. The present study compares the predictive importance 
rank performances of MR and ANN methods. For this purpose, two separate 
real data sets, in which MR assumptions are met and the predictor variables 
are continuous or discrete, and simulation data generated by considering the 

1  �The authors declare that a part of this study was presented as an oral abstract presentation at the 
2nd ICES Congress held on 18-19 June 2019 Turkey and 6th EJER Congress, held on 19-22 June 
2019 in Turkey.

2  �The authors would like to express their deepest gratitude to Hakan DEMİRTAS for his contribution.
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relationships in these data sets were used. Absolute relative bias (ARB) and mean 
square errors (MSE) were used to compare the methods’ performances. The 
results of the research showed that the increase in sample size had an improving 
effect on the ARBs and MSEs of the methods. In addition, if the predictors are 
continuous, researchers may be advised to choose either MR or ANN. However, 
in cases where the predictors are discrete and the number of predictors is three 
or more, the use of ANN is recommended. In order to obtain optimal estimations 
with both methods, it is recommended that researchers use a sample size of at 
least 200.

Keywords: multiple regression analysis, artificial neural networks, continuous 
predictor, discrete predictor, order of importance, predictive correlational 
research.

Resumen
Los estudios que tienen como objetivo determinar los rangos de importancia 

de una o más variables predictoras en la variable predicha se encuentran 
con frecuencia en la educación. La regresión múltiple (RM) y la red neuronal 
artificial (RNA) son ampliamente utilizadas en este tipo de investigación. El 
presente estudio compara el desempeño del rango de importancia predictiva 
de los métodos RM y RNA. Para este propósito, dos conjuntos de datos reales 
separados, en los que se cumplen los supuestos de RM y las variables predictoras 
son continuas​ o discretos, y se utilizaron datos de simulación generados 
al considerar las relaciones en estos conjuntos de datos. Se utilizaron sesgos 
relativos absolutos (SRA) y errores cuadráticos medios (ECM) para comparar el 
rendimiento de los métodos. Los resultados de la investigación mostraron que 
el aumento en el tamaño de la muestra tuvo un efecto de mejora en los SRAs 
y ECMs de los métodos.​ Además, si los predictores son continuos​, se puede 
recomendar a los investigadores que elijan RM o RNA.​ Sin embargo, en los casos 
en que los predictores sean discretos​ y el número de predictores sea tres o más, 
se recomienda el uso de RNA. Para obtener estimaciones óptimas con ambos 
métodos, se recomienda que los investigadores utilicen un tamaño de muestra 
de al menos 200.

Palabras clave: análisis de regresión múltiple, redes neuronales artificiales, 
predictor continuo, predictor discreto, orden de importancia, investigación 
correlacional predictiva.
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Introduction

Predictive type of correlational studies is frequently encountered in the 
fields of education. In predictive type correlational studies, if there is an 
adequate correlation between two variables, the score for one variable 
can be used to predict the score for the other variable (Fraenkel et al., 
2011). In these studies, the variable that is estimated can be expressed 
as the predicted (dependent/criteria) variable, and the variable/s used 
for the estimation can be expressed as the predictive (independent) 
variable/s.

In predictive type correlational studies conducted in the fields of 
education variables related to the cognitive (e.g., Akgül, 2019; Aramburo 
et al., 2017; Lee, 2016, etc.), affective or psychomotor characteristics 
(e.g., Arthur & Doverspike, 2001; Atabey, 2020; Ivcevic & Eggers, 2021; 
Marroquin & Nolen-Hoeksema, 2015, etc.) are addressed. In these studies, 
the order of importance of the predictor variables on the predicted 
variable can be determined. In addition, important results revealing the 
relationships between latent structures (e.g., achievement, motivation, 
depression, etc.) that cannot be observed directly can be revealed. In 
this way, a scientific basis can be provided to education researchers, 
educational practitioners, and decision-makers regarding the issues they 
need to prioritize and/or improve.

When predictive correlational studies conducted in the fields of 
education are examined, it is seen that simple and multiple linear 
regression analyses are mostly used to predict the dependent variable 
(e.g., Akhtar & Herwig, 2019; Alandete, 2015; Bergold & Steinmayr, 2018; 
Garcini et al., 2013; Teressa & Bekele, 2021, etc.). However, regression 
analyses have many assumptions that need to be met, and there may 
be situations where not all of these assumptions are met. This situation 
reveals the need to employ different methods in prediction studies. One 
of the methods that can be used as an alternative to multiple regression 
(MR) analysis in prediction studies is artificial neural networks (ANNs). 
ANN has been used in social sciences, engineering, business, and 
many other fields (e.g., Bayru, 2007; Cansız et al., 2020; Okkan & 
Mollamahmutoğlu, 2010; Tolon, 2007, etc.) for a long time, it has recently 
been used frequently in educational research (e.g., Kalkan & Coşguner, 
2021; Moreetsi & Mbako, 2008; Toprak & Gelbal, 2020, etc.). The MR and 
ANN methods used in the research are briefly introduced below.
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Multiple regression (MR)

Regression analyses are a set of statistical techniques that allows 
evaluating the relationship between a dependent variable and one or more 
independent variables (Tabachnick & Fidell, 2013). MR is concerned with 
predicting a dependent variable based on a set of estimators (Stevens, 
2009). In addition, MR allows for determining the total variance explained 
by the predictor variables on the dependent variable, examining the 
statistical significance of the predictor variables, and interpreting the 
relationship between the predictor variables and the dependent variable 
(Büyüköztürk, 2014). In addition, MR is a quite efficient technique 
for analyzing the total and separate effects of predictor variables on a 
dependent variable (Pedhazur, 1997).

In MR, the predictive variables should be continuous variables 
at least on an interval scale; however, discrete variables can also be 
included in the analysis after they are defined as dummy variables 
(Büyüköztürk, 2014). In addition, MR has some assumptions to be met, 
such as normality, linearity, homoscedasticity of residuals, independence 
of errors, multicollinearity, adequate sample size, and examination of 
outliers (Tabachnick & Fidell, 2013).

Artificial neural networks (ANNs)

The beginning of ANN studies, which is based on the working principle 
of the human brain, dates back to the 1940s. ANNs are also expressed as 
computer programs that imitate biological neural networks in the human 
brain, in the form of simulating the biological nervous system (Elmas, 
2003). A biological nerve cell consists of four essential components: 
dendrite, nucleus, axon, and synapse (Öztemel, 2012). Similarly, an 
artificial neuron consists of the inputs created by the information coming 
from the outside world, the weights by which the importance level of the 
information is determined, the sum function that provides the calculation 
of the net information entering the cell, and the activation function that 
determines the output to be produced (Baş, 2006; Öztemel, 2012).

Some advantages are effective in the widespread use of ANN. These 
can be listed as being able to solve complex problems, adapting to 
new situations with minor changes, generalizing based on the results 
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obtained, being faster than traditional statistical methods, working with 
incomplete data, handling defective or multidimensional data with error 
tolerance, and pattern recognition in missing data (Çırak & Çokluk, 2013; 
Haykin, 1994; Öztemel, 2012; Simpson, 1990). These advantages of ANN 
make it preferable to regression-based methods.

There are studies in the literature conducted for the purpose of 
comparing the prediction performances of MR and ANN. In these studies, 
the performances of the methods were examined over different parameters 
such as mean squares of error, percentages of prediction, coefficients of 
determination, and scatter diagrams (e.g., Akbilgiç & Keskintürk, 2008; 
Cansız et al., 2020; Gorr et al., 1994; Lykourentzou et al., 2009; Okkan 
& Mollamahmutoğlu, 2010; Turhan et al., 2013; Zaidah & Daliela, 2007, 
etc.). To the best of our knowledge, no research has been found that 
examines the performance of both methods in determining the order of 
importance of predictor variables on real and simulation datasets based 
on predictor type, the number of predictors, and sample size. Therefore, 
the results of the research can contribute to the determination of the 
limitations of the methods in practice; in addition, it is thought that it 
can provide inferences for researchers and practitioners. For that reason, 
the present study aims to compare the priority rankings obtained from 
MR and ANN, in determining the order of importance of the variables 
over real and simulation datasets of different sample sizes consisting 
of continuous or discrete variables. For this purpose, answers to the 
following research questions (RQ) were sought:

RQ1. What are the relationships between variables in real datasets 
consisting of continuous or discrete predictive variables?

RQ2. When predictor variables are continuous;
a.	� What is the order of importance obtained by MR and ANN from 

the real dataset?
b.	� How does the order of importance, absolute relative bias (ARB), 

and mean square error (MSE) obtained by MR and ANN from 
simulation datasets with different sample sizes (100, 200, 400, 
800) and the number of predictors (2, 3, 4) change?

RQ3. When predictor variables are discrete;
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a.	� What is the order of importance obtained by MR and ANN from 
the real dataset?

b.	� How does the order of importance, ARB, and MSE obtained by 
MR and ANN from simulation datasets with different sample 
sizes (100, 200, 400, 800) and the number of predictors (2, 3, 4) 
change?

Method

Study group

Within the scope of the research, two different real datasets belonging to 
the studies of Toprak and Kalkan (2019a, 2019b) were used to compare 
the performance of the MR and ANN methods in determining the order 
of importance of the continuous and discrete variables. The first dataset 
consists of the answers given by 445 students (324 female, 121 male) 
enrolled at three different high schools in Turkey (Toprak & Kalkan, 
2019a). This dataset was used to compare the order of importance of the 
methods when the predictor variables were continuous.

The second dataset consists of the answers given by 992 students 
(540 female, 452 male) enrolled in five different secondary schools in 
Turkey (Toprak & Kalkan, 2019b). This dataset was used to compare the 
ordering of the methods when the predictor variables were discrete.

Data collection instruments

The first dataset of the present study consists of the Cognitive Flexibility 
Scale, Coping Strategies Scale, and Competency Expectation Scale scores 
used by Toprak and Kalkan (2019a) in their research. These scales are 
introduced below, respectively.

Cognitive flexibility scale

The scale developed by Martin and Rubin (1995) and adapted into 
Turkish by Çelikkaleli (2014) consists of 12 items. The Cronbach Alpha 
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(Cr α) reliability coefficient of the scale was .71. The scale has a one-
dimensional factor structure.

Coping strategies scale

The scale, developed by Spirito et al. (1988) and adapted into Turkish 
by Bedel et al. (2014), consists of 11 items and three sub-dimensions: 
active coping, avoidant coping, and negative coping. The Cr α reliability 
coefficient of the scale was .72 for active coping, .70 for avoidant coping, 
and .65 for negative coping.

Competency expectation scale

The scale, which was developed by Muris (2001) and adapted into Turkish 
by Çelikkaleli et al. (2006), consists of 23 items and three sub-dimensions: 
academic competence expectation, social competence expectation, and 
emotional competence expectation. The Cr α reliability coefficient was 
reported as .64 for academic competence expectation, .69 for emotional 
competence expectation, and .71 for social competence expectation.

The second dataset of the present research consists of the data 
obtained by Toprak and Kalkan (2019b) with the personal information 
form in their studies. This information form and the variables included in 
the study are briefly introduced below.

Personal information form

This form consists of discrete variables determined as predictors of 
mathematics course achievement scores, such as gender, family income 
level, mother’s education level, and father’s education level (Table I). 
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TABLE I. Descriptive statistics on the predictors of mathematics course achievement scores

Variables f %

Gender
Female 540 54.4

Male 452 45.6

Family income level

2000 Turkish Lira (TL) and below 220 22.2

2001-4000 TL 414 41.7

4001-6000 TL 197 19.9

6001 TL and above 161 16.2

Mother’s education level

Up to primary school 280 28.2

Secondary school 259 26.1

High school 279 28.1

Undergraduate and above 174 17.5

Father’s education level

Up to primary school 166 16.7

Secondary school 247 24.9

High school 290 29.2

Undergraduate and above 289 29.1

Data analysis

MR and ANN methods were used to determine the order of importance of 
the variables. For this purpose, two different real datasets and simulation 
datasets generated by considering these datasets were used. Missing 
data, adequacy of sample size, and outlier analysis were performed 
to evaluate the fitting of real data sets for MR, and normality, linearity, 
homoscedasticity of residuals, independence of errors, multicollinearity 
assumptions were tested.

Mahalanobis distances obtained in determining the outliers were 
compared with the chi-square critical value (α = .001). While evaluating 
the adequacy of the sample size, the number of predictors x 15 proposed 
by Stevens (2009) and 50 + 8 x the number of predictors proposed by 
Tabachnick and Fidell (2013) were taken into account. Normal probability 
plots (P-P) and scatter plots of regression standardized residuals were 
used to control the assumptions of normality, linearity, and covariance 
of residuals. In determining the multicollinearity problem, bivariate 
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correlation, tolerance, condition index (CI), and variance inflation factor 
(VIF) values were considered. Real data and simulation data were used 
in MR and ANN analyses.

Real data

Two different datasets were used for real data analysis. In dataset1, 
all variables are continuous, and the dependent variable is cognitive 
flexibility. Social competence expectations, academic competence 
expectations, emotional competence expectations, and active coping 
variables were used to predict cognitive flexibility (Toprak & Kalkan, 
2019a).

In dataset2, the dependent variable is the mathematics course 
achievement scores (continuous variable). Discrete variables of gender, 
family income, father’s education level, and mother’s education level were 
used as predictors of mathematics course achievement scores (Toprak & 
Kalkan, 2019b).

Simulation design

R software (Core team, 2017) was used to generate simulation data. 24 
(2 x 4 x 3) study conditions were created by crossing 2 variable types 
(continuous, discrete), 4 sample sizes (100, 200, 400, 800), and 3 number 
of predictors (2, 3, 4) and one hundred datasets were generated for each 
study condition.

Using the variance, covariance, and mean values obtained from the 
real dataset (dataset1) consisting of continuous variables, simulation 
data were generated. SimDesign (Chalmers & Adkins, 2020) package was 
used to generate these datasets.

Using the correlation, mean, and standard deviation values obtained 
from the real dataset (dataset2) consisting of discrete predictors, simulation 
data were generated. The OrdNor (Amatya & Demirtas, 2015) package 
was used to generate these data. The values of the dependent variable 
(mathematics course achievement scores) in the generated datasets were 
rounded to the nearest integer and limited to the range of 0-100 to be 
fitted with the real values.
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Discrete predictors were coded as dummy variables and included in 
the analysis. The first category for each variable was determined as the 
reference group (Table I). In determining the order of importance of the 
discrete variables, the mean of the standardized coefficients obtained 
from all categories of the relevant variable except the reference group 
was taken into account.

In order to compare the performance of the methods, the order of 
importance of the variables, ARB, and MSE were used. Parameter values 
obtained from real datasets were assumed as true values, and ARB was 
calculated with estimations obtained from simulation data. The following 
formula was used to calculate ARB (Bandalos & Leite, 2013).

 
 

ARB (𝜃𝜃𝑖𝑖) = ∑ (
|𝜃𝜃𝑖𝑖𝑖𝑖 − 𝜃𝜃𝑖𝑖|

𝜃𝜃𝑖𝑖
)

𝑛𝑛𝑟𝑟

𝑗𝑗=1
/𝑛𝑛𝑟𝑟                                                  (1) 

 

The mean square error (MSE) formula was used to determine the 
efficiency of parameter estimations (Bandalos & Leite, 2013).

 

MSE (𝜃̂𝜃𝑖𝑖) = ∑
(𝜃𝜃𝑖𝑖𝑖𝑖 − 𝜃𝜃𝑖𝑖)2

𝑛𝑛𝑟𝑟

𝑛𝑛𝑟𝑟

𝑗𝑗=1
                                                       (2) 

 
 

In Equations 1 and 2, is jth sample estimation of the ith true parameter 
value is the replication number. ARB can be interpreted as percent ARB 
by multiplying it by 100.

The R was used for the MR analysis, and the statistical program 
for social sciences (SPSS; IBM, 2020) was used for the ANN analysis. 
Multilayer Perceptron Model was used in ANN analysis; 70% of the 
datasets were chosen as training samples and 30% as the test sample. 
The hyperbolic tangent function was used for the cells in the hidden 
layer, and the softmax function was used for the cells in the output layer. 
Different training and test data are used in each analysis made with ANN. 
For this reason, each dataset in the relevant condition was analyzed 100 
times to ensure stability.



Toprak, E., Kalkan, O. K.  Comparison of multiple regression and artificial neural network performances in determining the order of importance of 
predictors in educational research

231Revista de Educación, 399. January-March 2023, pp. 221-253
Received: 07-04-2022    Accepted: 14-10-2022

Results

The adequacy of sample size, outliers, normality, linearity, homoscedasticity 
of residuals, and multicollinearity (e.g., tolerance, condition index, 
variance inflation factor, etc.) assumptions were examined before 
performing MR analyses, and it was seen that these assumptions were 
met. Then, the results related to the research problems are presented 
respectively.

Correlation between variables in real datasets consisting of continuous or discrete 
predictor variables

The bivariate correlations between the variables in the real datasets are 
presented in Table II, respectively.

TABLE II. Correlations in the real dataset consisting of continuous and discrete variables

Continuous Variables CF ESC EAC EEC AC

CF –

ESC .439** –

EAC .424** .306** –

EEC .425** .418** .338** –

AC .401** .291** .379** . 483** –

Discrete Variables MCAS G FI FEL MEL

MCAS –

G -.201** –

FI .307** .016 –

FEL .320** -.067** .425* –

MEL .324** -.031** .457** .589** –

 **p<.01; *p<.05. Note. CF: cognitive flexibility; ESC: expectation of social competence; EAC: expectation of academic com-
petence; EEC: expectation of emotional competence; AC: active coping; MCAS: mathematics course achievement scores; G: 
gender; FI: family income; FEL: father’s education level; MEL: mother’s education level.

Table II shows that there is a positive, moderate level, and significant 
correlation between CF and ESC, EAC, EEC, and AC. The variable with 
the highest correlation with CF was ESC; the variable with the lowest 
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correlation is AC. In addition to this, there is a positive, moderate level, 
and significant correlation between MCAS and FI, FEL, and MEL, and a 
negative, low level and significant correlation with G. The variable with 
the highest correlation with MCAS is MEL; the variable with the lowest 
correlation is G.

Results for continuous predictors

The order of importance and standardized coefficients obtained with MR 
and ANN in conditions where there are 2, 3, and 4 continuous predictors 
in the real dataset (dataset1) are presented in Table III.

TABLE III. MR and ANN’s order of importance in the real dataset consisting of continuous 
predictors

DV Method NP
Predictors’ order of importance and standardized 

coefficients (in brackets)

CF

MR

2 1.
ESC 

(0.34)
2.

EAC 
(0.32)

3 1.
EAC 
(0.27)

2.
ESC 

(0.26)
3.

EEC 
(0.22)

4 1.
ESC 

(0.25)
2.

EAC 
(0.23)

3.
EEC 

(0.16)
4. AC (0.16)

ANN

2 1.
ESC 

(0.50)
2.

EAC 
(0.49)

3 1.
EAC 
(0.35)

2.
ESC 

(0.34)
3.

EEC 
(0.31)

4 1.
ESC 

(0.30)
2.

EAC 
(0.29)

3.
EEC 

(0.21)
4. AC (0.20)

Note. DV: dependent variable; NP: number of predictors.

Table III shows that for the conditions with two and four predictors 
in predicting CF, ESC is the variable with the highest importance level 
according to both methods. In the prediction with three variables, 
although the importance order of the predictor variables is the same 
in terms of methods, the variable with the highest importance level is 
EAC. These results show that both methods reveal the same order for 
the condition where the predictor variables are continuous, regardless 
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of the number of predictors. The order of importance and standardized 
coefficients obtained by MR from simulation datasets with the different 
number of predictors and sample sizes are presented in Table IV.

TABLE IV. MR’s order of importance and standardized coefficients in simulation datasets consis-
ting of continuous predictor

DV NP SS
Predictors’ order of importance and standardized 

coefficients (in brackets)

CF

2

100 1.
ESC 

(0.34)
2.

EAC 
(0.32)

200 1.
ESC 

(0.34)
2.

EAC 
(0.31)

400 1.
ESC 

(0.34)
2.

EAC 
(0.32)

800 1.
ESC 

(0.34)
2.

EAC 
(0.32)

3

100 1.
EAC 
(0.27)

2.
ESC 

(0.26)
3.

EEC 
(0.23)

200 1.
ESC 

(0.27)
2.

EAC 
(0.26)

3.
EEC 

(0.22)

400 1.
EAC 
(0.27)

2.
ESC 

(0.25)
3.

EEC 
(0.23)

800 1.
EAC 
(0.27)

2.
ESC 

(0.26)
3.

EEC 
(0.23)

4

100 1.
ESC 

(0.24)
2.

EAC 
(0.23)

3.
EEC 

(0.18)
4. AC (0.17)

200 1.
ESC 

(0.26)
2.

EAC 
(0.22)

3.
EEC 

(0.17)
4. AC (0.16)

400 1.
ESC 

(0.25)
2.

EAC 
(0.23)

3.
EEC 

(0.17)
4. AC (0.16)

800 1.
ESC 

(0.25)
2.

EAC 
(0.23)

3.
EEC 

(0.17)
4. AC (0.16)

Note. SS: sample size.

Table IV shows that the variable with the highest significance level 
according to the MR results obtained from two predictors in different sample 
sizes is ESC. In the condition that the number of predictors is four, the variable 
with the highest importance level is again ESC. In addition, in conditions 
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with two and four predictors, the order of importance of the predictors is 
the same for all sample sizes. On the other hand, in the conditions with 
three predictors, ESC is the variable with the highest importance level for 
the sample size of 200; it is EAC for sample sizes of 100, 400, and 800. In 
addition, for this condition, EEC is the least important variable in all sample 
sizes. The order of importance obtained for all predictors is generally fitted 
with the real data (Table III). The order of importance and standardized 
coefficients obtained by ANN from simulation datasets with different number 
of predictors and sample sizes are presented in Table V.

TABLE V. ANN’s order of importance and standardized coefficients in simulation datasets con-
sisting of continuous predictors

DV NP SS
Predictors’ order of importance and standardized 

coefficients (in brackets)

CF

2

100 1.
ESC 

(0.52)
2.

EAC 
(0.48)

200 1.
ESC 

(0.52)
2.

EAC 
(0.48)

400 1.
ESC 

(0.52)
2.

EAC 
(0.48)

800 1.
ESC 

(0.51)
2.

EAC 
(0.49)

3

100 1.
ESC 

(0.35)
2.

EAC 
(0.34)

3.
EEC 

(0.31)

200 1.
ESC 

(0.35)
2.

EAC 
(0.34)

3.
EEC 

(0.31)

400 1.
EAC 
(0.35)

2.
ESC 

(0.34)
3.

EEC 
(0.31)

800 1.
EAC 
(0.35)

2.
ESC 

(0.34)
3.

EEC 
(0.31)

4

100 1.
ESC 

(0.27)
2.

EAC 
(0.26)

3.
EEC 

(0.24)
4.

AC 
(0.22)

200 1.
ESC 

(0.30)
2.

EAC 
(0.26)

3.
EEC 

(0.23)
4.

AC 
(0.21)

400 1.
ESC 

(0.29)
2.

EAC 
(0.27)

3.
EEC 

(0.22)
4.

AC 
(0.21)

800 1.
ESC 

(0.30)
2.

EAC 
(0.28)

3.
EEC 

(0.21)
4.

AC 
(0.20)
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Table V shows that ESC is the variable with the highest importance 
level according to the ANN results obtained from two and four predictors 
in different sample sizes. In addition, in conditions with two and four 
predictors, the order of importance of the predictors is the same for all 
sample sizes. On the other hand, in the condition with three predictors, 
ESC is the variable with the highest importance level for sample sizes of 
100 and 200; it is EAC for sample sizes of 400 and 800. In addition, for 
this condition, EEC is the least important variable in all sample sizes. The 
order of importance obtained for all predictors is generally fitted with 
the real data (Table III).

The ARBs of the parameter estimations obtained by MR and ANN from 
simulation datasets with different numbers of continuous predictors and 
sample sizes are presented in Figure I.
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FIGURE I. ARBs obtained by MR and ANN in simulation datasets consisting of continuous 
predictors
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Figure I shows that ARB decreases as the sample size increases for 
both methods, regardless of the number of predictors. While dramatic 
decreases were observed in ARB, specifically in the transition from 100 
to 200 sample sizes, these decreases were lower in larger samples (i.e., 
400-800). In addition, for all predictors, the highest ARBs were observed 
at a sample size of 100 and the lowest ARBs at a sample size of 800. 
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When MR and ANN ARB means were compared, it was determined that 
ANN had lower ARB averages, regardless of the number of predictors. 
However, since the ARB averages of both methods are over 10% for all 
numbers of predictors (Flora & Curran, 2004), it can be said that these 
estimates have substantial bias.

On the other hand, the increase in the number of predictors while 
the sample size was fixed, caused an increase in the ARB means of 
both methods. However, the increase in ANN ARB means was lower in 
comparison to MR. It should be noted that these increases in the ARB 
means were more dramatic, specifically in small sample sizes. 

The MSEs of the parameter estimations obtained by MR and ANN from 
simulation datasets with different numbers of continuous predictors and 
sample sizes are presented in Figure II.
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FIGURE II. MSEs obtained by MR and ANN in simulation datasets consisting of continuous 
predictors
 

  

  

  

 
 

0,000
0,020
0,040
0,060
0,080
0,100

0 100 200 300 400 500 600 700 800 900

M
SE

 

SS 

MR 

ESC EAC
NP=2 

0,000
0,020
0,040
0,060
0,080
0,100

0 100 200 300 400 500 600 700 800 900

M
SE

 

SS 

ANN 

ESC EAC
NP=2 

0,000
0,020
0,040
0,060
0,080
0,100

0 100 200 300 400 500 600 700 800 900

M
SE

 

SS 

MR 

ESC EAC EEC
NP=3 

0,000
0,020
0,040
0,060
0,080
0,100

0 100 200 300 400 500 600 700 800 900

M
SE

 

SS 

ANN 

ESC EAC EEC
NP=3 

0,000
0,020
0,040
0,060
0,080
0,100

0 100 200 300 400 500 600 700 800 900

M
SE

 

SS 

MR 

ESC EAC EEC AC
NP=4 

0,000
0,020
0,040
0,060
0,080
0,100

0 100 200 300 400 500 600 700 800 900

M
SE

 

SS 

ANN 

ESC EAC EEC AC
NP=4 

Figure II shows that for both methods, regardless of the number 
of predictors, MSE decreases as the sample size increases. Generally, 
dramatic decreases were observed in MSE in transitions from 100 to 200 
sample sizes; in larger samples (i.e., 400-800), these decreases were lower. 
In addition, for all predictors, the highest MSE values were observed at 
a sample size of 100, and the lowest MSEs at a sample size of 800. When 
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MR and ANN MSEs were compared, it was determined that ANN had 
lower MSEs, except when the number of predictors was two.

On the other hand, as the number of predictors increased, no important 
change was observed in the MSEs of the methods (except NP=3, ESC). In 
addition, it can be said that MSEs have quite similar values in samples of 
200 and above.

Results for discrete predictors

The order of importance and standardized coefficients obtained with MR 
and ANN in conditions where there are 2, 3, and 4 discrete predictors in 
the real dataset are presented in Table VI.

TABLE VI. MR and ANN’s order of importance in the real dataset consisting of discrete predic-
tors

DV Method NP
Predictors’ order of importance and standardized 

coefficients (in brackets)

MCAS

MR

2 1. FI (0.25) 2. G (0.21)

3 1. G (0.19) 2. FI (0.17) 3.
FEL 

(0.13)

4 1. G (0.19) 2. FI (0.14) 3.
FEL 

(0.09)
4.

MEL 
(0.09)

ANN

2 1. FI (0.27) 2. G (0.20)

3 1. G (0.16) 2. FI (0.15) 3.
FEL 

(0.13)

4 1. G (0.14) 2. FI (0.10) 3.
MEL 

(0.09)
4.

FEL 
(0.08)

Table VI shows that for the condition with two predictors in predicting 
MCAS, the predictor with the highest importance level according to both 
methods was FI and that G for conditions with three and four predictors. 
In addition, for the conditions where the number of predictors is 2 and 
3, the order of importance obtained by both methods is the same; it was 
seen that only the third and fourth-order changed when the number of 
predictors was 4. The order of importance and standardized coefficients 
obtained by MR from simulation datasets with the different number of 
predictors and sample sizes are presented in Table VII.
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TABLE VII. MR’s order of importance and standardized coefficients in simulation datasets consis-
ting of discrete predictors

DV NP SS
Predictors’ order of importance and standardized 

coefficients (in brackets)

MCAS

2

100 1. FI (0.28) 2. G (0.18)

200 1. FI (0.28) 2. G (0.21)

400 1. FI (0.26) 2. G (0.20)

800 1. FI (0.27) 2. G (0.19)

3

100 1. FI (0.21) 2.
FEL 

(0.20)
3. G (0.17)

200 1. FI (0.20) 2. G (0.19) 3.
FEL 

(0.19)

400 1. G (0.19) 2.
FEL 

(0.18)
3. FI (0.18)

800 1.
FEL 

(0.19)
2. FI (0.19) 3. G (0.18)

4

100 1. FI (0.18) 2.
FEL 

(0.17)
3. G (0.17) 4.

MEL 
(0.15)

200 1. G (0.19) 2. FI (0.17) 3.
FEL 

(0.14)
4.

MEL 
(0.12)

400 1. G (0.19) 2. FI (0.15) 3.
FEL 

(0.13)
4.

MEL 
(0.12)

800 1. G (0.18) 2. FI (0.15) 3.
FEL 

(0.13)
4.

MEL 
(0.12)

Table VII shows that FI is the predictor with the highest importance 
according to the MR results obtained from two predictors at different 
sample sizes. When the number of predictors was three, the predictor 
with the highest importance level differentiated according to the sample 
sizes. In the case where the number of predictors is four, the predictor 
with the highest importance level in sample sizes of 200 and above is G. 
While the importance rankings obtained from the conditions with two and 
four predictors were generally congruent with the real data importance 
rankings (Table VI); no such agreement was observed in conditions 
where the number of predictors was three. The order of importance and 
standardized coefficients obtained by ANN from simulation datasets with 
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the different number of predictors and sample sizes are presented in 

Table VIII.

TABLE VIII. ANN’s order of importance and standardized coefficients in simulation datasets 
consisting of discrete predictors

DV NP SS
Predictors’ order of importance and standardized 

coefficients (in brackets)

MCAS

2

100 1. FI (0.26) 2. G (0.21)

200 1. FI (0.26) 2. G (0.22)

400 1. FI (0.26) 2. G (0.21)

800 1. FI (0.27) 2. G (0.19)

3

100 1. FI (0.16) 2. G (0.14) 3.
FEL 

(0.14)

200 1. G (0.16) 2. FI (0.15) 3.
FEL 

(0.14)

400 1. G (0.15) 2. FI (0.15) 3.
FEL 

(0.14)

800 1. FI (0.16) 2.
FEL 

(0.14)
3. G (0.13)

4

100 1. G (0.11) 2. FI (0.10) 3.
MEL 

(0.09)
4.

FEL 
(0.09)

200 1. G (0.13) 2. FI (0.10) 3.
FEL 

(0.09)
4.

MEL 
(0.09)

400 1. G (0.13) 2. FI (0.10) 3.
MEL 

(0.09)
4.

FEL 
(0.09)

800 1. G (0.12) 2. FI (0.10) 3.
MEL 

(0.09)
4.

FEL 
(0.09)

Table VIII shows that FI is the predictor with the highest importance 

level according to the ANN results obtained from different sample sizes 

with two predictors. When the number of predictors was three, the 

predictor with the highest importance level differentiated according to the 

sample sizes. For the condition where the number of predictors was four, 

the predictor with the highest importance level is G. When all conditions 

are taken into account (except NP=3, SS=100 and 800; NP=4, SS=200), the 

predictive importance rankings obtained from the simulation datasets 
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were generally congruent with the real data importance rankings (Table 

VI).

The ARBs of the parameter estimations obtained by MR and ANN 

from simulation datasets with different numbers of discrete predictors 

and sample sizes are presented in Figure III.

FIGURE III. ARBs obtained by MR and ANN in simulation datasets consisting of discrete predic-
tors
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Figure III shows that the ARB generally decreases as the sample size 
increases for both methods, regardless of the number of predictors. In 
addition, ANN ARBs were less affected by the increase in sample size 
in comparison to MR. Generally, dramatic decreases were observed in 
ARB, specifically in the transition from 100 to 200 sample sizes, these 
decreases were lower in larger samples (i.e., 400-800). In addition, for all 
predictors in MR, the highest ARBs were observed with a sample size of 
100 and the lowest ARBs

 with a sample size of 800. On the other hand, a common pattern 
related to the increase in sample sizes was not detected in the ANN 
ARBs. For example, while the increase in sample size remediates the 
gender predictor’s ARBs, it did not have the same effect on the ARBs of 
other variables (FI, FEL, MEL). When the MR and ANN ARB means were 
compared, it was determined that ANN had lower ARBs, regardless of the 
number of predictors. Since the ARB averages of both methods are over 
10% for all predictor numbers (Flora & Curran, 2004), it can be said that 
these estimations have substantial bias.

On the other hand, when the sample size is fixed, the increase in the 
number of predictors led to an increase in the MR ARB means; no such 
common pattern (i.e., increase, decrease) was observed for ANN ARB 
means. In addition, it is noteworthy that the deterioration in ARB means 
is more dramatic, specifically in small sample sizes. 

The MSEs of the parameter estimations obtained by MR and ANN from 
simulation datasets with different numbers of discrete predictors and 
sample sizes are presented in Figure IV.



Toprak, E., Kalkan, O. K.  Comparison of multiple regression and artificial neural network performances in determining the order of importance of 
predictors in educational research

244 Revista de Educación, 399. January-March 2023, pp. 221-253
Received: 07-04-2022    Accepted: 14-10-2022

FIGURE IV. MSEs obtained by MR and ANN in simulation datasets consisting of discrete predic-
tors
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Figure IV shows that the MSE generally decreases as the sample size 
increases for both methods, regardless of the number of predictors. In 
addition, ANN MSEs were less affected by the increase in sample size in 
comparison to MR. Generally, dramatic decreases were observed in MSEs 
of the MR, specifically in the transition from 100 to 200 sample sizes, 
these decreases were lower in larger samples (i.e., 400-800). On the other 
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hand, MSEs of ANN were not generally affected by the increase in sample 
size. In addition, it can be said that for all predictors in both methods, 
the highest MSEs were observed in a sample size of 100, and the lowest 
MSEs were observed in a sample size of 800. When MR and ANN MSEs 
were compared, it was determined that ANN generally had lower MSEs, 
regardless of the number of predictors.

In general, ANN MSEs decreased while MR MSEs increased as the 
number of predictors increased. In addition, it is noteworthy that the 
deterioration in MR MSEs is more dramatic, specifically in small sample 
sizes.

Discussion

In this study, MR and ANN performances were compared in determining 
the order of importance of the predictor variables. For this purpose, real 
datasets and simulation data were used. The type of variable, sample size, 
and the number of predictors were manipulated in the simulation study. 
First, the correlations between the variables in the real datasets and the 
MR assumptions were examined. Then, the methods’ performances were 
compared over their predictors’ order of importance, ARB, and MSE.

Comparison of predictors importance rankings of methods

When the predictors’ importance rankings obtained from the real dataset 
in which the predictors are continuous are compared, it is seen that 
the rankings of both methods are the same regardless of the number 
of predictors. The importance rankings obtained from the simulation 
datasets are the same as the real data importance rankings, except for 
one simulation condition for MR and two for ANN.

On the other hand, when the predictors’ importance rankings obtained 
from the real dataset in which the predictors are discrete are compared, 
the importance rankings obtained by both methods are the same for 
the conditions where the number of predictors is two and three. In the 
condition that the number of predictors is four, only the third and fourth 
ranks have changed. Since this change is caused by a value less than 
0.01, it can be stated that it is not very important. Therefore, it can be 
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said that the methods have almost the same rankings. The importance 
rankings obtained from the simulation datasets are the same as the real 
data importance rankings, except for five simulation conditions for MR 
and three for ANN. In addition, it should be noted that MR may not 
perform real data importance rankings when the number of predictors 
is three.

In summary, in the present study, it can be said that the methods 
perform the same order of importance if the predictors are continuous 
and that they perform quite similar order of importance if the predictors 
are discrete. Turhan et al. (2013) performed MR and ANN to the dataset 
consisting of continuous and discrete predictors and reported that the 
same variable was the best predictor according to both methods. It can 
be stated that this finding supports the findings of the present research.

Comparison of ARBs of methods

In conditions where the predictors are both continuous and discrete, as 
the sample size increases, the ARB of the methods decreases regardless 
of the number of predictors. This remediate effect of the increase in 
sample size is specifically greater when transitioning from 100 to 200. 
In addition, when the ARB means are compared, it can be said that 
ANN outperforms MR, regardless of the number of predictors. On the 
other hand, it should be noted that the methods perform predictions 
with substantial bias (>10%; Flora & Curran, 2004).

On the other hand, in conditions where the predictors are continuous, 
while the sample size is fixed, the increase in the number of predictors 
leads to an increase in the ARB means of the methods. In general, the 
increase in MR ARB means is higher in comparison to ANN. In the 
conditions where the predictors are discrete, while the sample size is 
fixed, the mean of the MR ARB increases as the number of predictors 
increases. However, no such common pattern (i.e., increase, decrease) 
is determined in ANN. In addition, the increases in the mean of ARB 
are higher, specifically in small sample sizes, in conditions where the 
predictors are both continuous and discrete. Considering the ARB means, 
it can be stated that ANN outperforms MR.
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Comparison of MSEs of methods

In conditions where the predictors are both continuous and discrete, 
the MSEs of the methods tend to decrease as the sample size increases, 
regardless of the number of predictors. This remediate effect of the 
increase in sample size reaches its maximum level, specifically when 
the sample size is increased from 100 to 200. In addition to this, it is 
quite low in other sample transitions. When the mean MSEs of the 
methods are compared, it can be said that ANN generally outperforms 
MR. Lykourentzou et al. (2009) and Turhan et al. (2013), who compared 
different variables that predict student achievement in the field of 
educational sciences, revealed that ANN performs better predictions than 
MR. Altun et al. (2019) estimated the graduation grades of classroom 
teaching students using MR and ANN and determined that both methods 
(MR=94.30%, ANN=94.43%) provided very close results. On the other 
hand, when the studies comparing the methods in the field of business 
over MSEs are examined, Akbilgiç and Keskintürk (2008); Aktaş et al. 
(2003), and Yüzük (2019) reported that ANN outperformed MR. When 
the studies comparing the methods in the field of engineering over 
MSEs are examined, Okkan and Mollamahmutoğlu (2010) state that 
ANN outperforms MR whereas Cansız et al. (2020) reported that MR 
outperformed ANN.

On the other hand, when the number of predictors increases while 
the sample size is fixed, no important change is determined in the MSEs 
of the methods in the conditions where the predictors are continuous. 
The MSEs of the methods are quite similar, specifically in the sample 
size of 200 or more. In the conditions where the predictors are discrete, 
when the number of predictors increases while the sample size is fixed, 
the MR MSEs increase in general; ANN MSEs, on the other hand, tend 
to decrease. It should be noted that increases in MR MSEs are more 
dramatic, specifically in small sample sizes.

Conclusion and Suggestions

Generally, the increase in sample size, regardless of the predictor type 
(i.e., continuous and discrete) and the number of predictors, remediates 
the ARBs and MSEs of the methods. In order to obtain optimal estimations 



Toprak, E., Kalkan, O. K.  Comparison of multiple regression and artificial neural network performances in determining the order of importance of 
predictors in educational research

248 Revista de Educación, 399. January-March 2023, pp. 221-253
Received: 07-04-2022    Accepted: 14-10-2022

with both methods, it is recommended to use a sample size of at least 
200. However, it should be noted that the estimates obtained for this 
sample size may have moderate bias.

In case the predictors are continuous, researchers may prefer one 
of the two methods since the predictor order of importance of the 
methods is the same. However, in cases where the predictors are discrete 
and the number of predictors increases (specifically>2), ANN can be 
recommended due to its superior performance.

On the other hand, when the predictors are continuous, the increase 
in the number of predictors leads to a deterioration of the ARB means of 
the methods. However, it should be noted that this deterioration is more 
dramatic in MR. In case the predictors are discrete, ANN provides more 
robust estimations than MR.

While the predictors are continuous, the increase in the number of 
predictors does not lead to an important change in the MSEs of the 
methods. The MSEs of the methods are quite similar, specifically in sample 
sizes of 200 or more. When the estimators are discrete, the increase in the 
number of estimators generally leads to a deterioration in the MSEs of 
the MR, while the MSEs of the ANN are affected slightly.

As a result, when ARB and MSEs are considered, ANN outperforms MR. 
For this reason, it can be suggested that researchers prefer ANN firstly. 
MR is a reasonable alternative to ANN if the predictors are continuous 
and their assumptions are met. However, it should be noted that MR may 
not perform well even if its assumptions are met if the predictors are 
discrete. Specifically, in the case of three or more discrete predictors, it 
may be recommended for researchers to use ANN. In addition to this, it 
should be emphasized that an important advantage of ANN is that it does 
not need the assumptions required by MR.

It is important for educational research to reveal estimation methods 
that allow for determining the order of importance of the predictors 
in different models. Therefore, it can be assumed that studies in which 
methods are addressed comparatively have the potential to contribute 
to other studies in the field of education. In this context, the results of 
the present study provide a better understanding of the functioning of 
MR and ANN, which contributes to educational research, under different 
conditions.

The present research has been carried out on two different real 
datasets where the assumptions of the MR are met and the predictor 
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variables are continuous or discrete. The simulation data was generated 
by considering the relationships in these datasets. This research design 
can be considered as a limitation of the present research. In addition, it 
should be noted that another limitation is that the predictors explain the 
total variance in the dependent variable in the real sets, which is 34.3% 
and 20.4%, respectively. To the best of our knowledge, since there are no 
studies comparing both methods in the field of education under conditions 
such as variable type, sample size, and the number of predictors, more 
research is needed to generalize the results. In future studies, data can 
be generated by modeling relationships in larger samples, and method 
comparisons can be performed through models in which continuous and 
discrete predictors combined are used.
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